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	Executive summary 
	Follow up action 12.a and paragraph 5.d of the 6th EWG Meeting.

	Actions to be taken
	The actions or issues for Member States to be noted are summarised in section 5.

	Related documents
	Report/Minutes of the 6th Meeting


1. 
Introduction 

During the 6th EWG meeting, EMSA proposed to Italy to develop a functionality enabling automatic measurements of the system availability.

The purpose of this document is to provide an algorithm for calculating the system availability to be agreed by the EWG.

2. 
Definition

a.
Mean Time Between Failure and Failure Frequency

Mean Time Between Failure (MTBF) is an indicator of expected system reliability calculated on a statistical basis from the known failure rates of the different components of a system. MTBF is usually expressed in hours.

System MTBF may be calculated over a long performance measurement period, dividing the measurement period by the number of failures occurred during the same measurement period.

For example, if the measurement period is one year (8760 hours) and the failures occurred are two, the MTBF is :
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b.
Mean Time To Repair
Mean Time To Repair (MTTR), is the time taken to repair a failed hardware module. In an operating system, repair generally means replacing the hardware module. Thus, hardware MTTR could be viewed as mean time to replace a failed hardware module. One of the main goals for system designers to allow for a high MTTR value and still achieve the system reliability goals.

MTTR for a software module may be calculated as the time taken to reboot after a software fault is detected. Thus software MTTR could be viewed as the mean time to reboot after a software fault has been detected. The goal of system designers should be to keep the software MTTR as low as possible. For instance, in the Mediterranean AIS Regional network the proxy software is able to detect if it’s connected to the Regional Server or to the National AIS network. If not connected the proxy software automatically restart the procedure to establish a new connection reducing the MTTR at few seconds.
c.
Availability

Availability is the ratio between the total time a functional unit is capable of being used in a given interval and the length of the interval:
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An example of availability is 8700/8760 if the unit is capable of being used for 8700 hours in a year. Typical availability objectives are specified in decimal fractions, such as 0.9931.
Availability of a hardware/software module can be obtained by the formula given below:
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3. 
Complex system availability
Complex system availability is calculated by modelling the system as an interconnection of parts in series and parallel. The following rules are used to decide if components should be placed in series or parallel:

-
if failure of a part leads to the combination becoming inoperable, the two parts are considered to be operating in series;

-
if failure of a part leads to the other part taking over the operations of the failed part, the two parts are considered to be operating in parallel.

a. 
Availability in series
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As stated above, two subsystem X and Y are considered to be operating in series if failure of either of the parts results in failure of the combination. The combined system is operational only if both Part X and Part Y are available. From this arise that the combined availability is a product of the availability of the two single parts. The combined availability is shown by the equation below:
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The implications of the above equation are that the combined availability of two components in series is always lower than the availability of its single components. Considering the system in the figure above, subsystems X and Y are connected in series. The table below shows the availability for individual subsystem and the series combination.

	Subsystem
	Availability

	X
	0,992

	Y
	0,999

	X and Y

combined (series)
	0,991


From table it is clear that even though a very high availability subsystem Y was used, the overall availability of the system was pulled down by the low availability of subsystem X. This just proves the way to say that “a chain is as strong as the weakest link”. 

b.
Availability in Parallel
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As stated above, two parts are considered to be operating in parallel if the combination is considered failed when both parts fail. The combined system is operational if either is available. From this arise that the combined availability is 1 - (both parts are unavailable). The combined availability is shown by the equation below:
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The implications of the above equation are that the combined availability of two components in parallel is always much higher than the availability of its single components. Considering the system in the figure above, two instances of Part X are connected in parallel. The table below shows the availability and downtime for individual components and the parallel combination.

	Subsystem
	Availability

	X
	0,98

	Two X subsystem operating in parallel
	0,9996


It is clear that even though a very low availability subsystem X was used, the overall availability of the system is much higher. Thus parallel operation provides a very powerful mechanism for making a highly reliable system from low reliability. For this reason, the Regional Server has been considered a mission critical systems and consequently designed with redundant components.

3.
AIS Regional server model

On the basis of the system architecture shown in the picture below, it’s possible to prepare a reliability model of the system.
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At this stage, we decide the parallel and serial connectivity of the system, obtaining the following scheme:






For each Member State, AIS information availability AMS to the server gate is:
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where:

AHW 
is the availability of the machine (hardware) where proxy software is running;

ASW 
is the availability of proxy software;

ALAN 
is the availability of LAN between proxy and the public network (LAN, router, switch, firewall);

APN 
is the availability of the public network.

The overall full availability A of the AIS Regional network is:
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Where:

AP 
is the availability of Portugal

ASP 
is the availability of Spain

AF 
is the availability of France

AI 
is the availability of Italy

AGR 
is the availability of Greece

AMT 
is the availability of Malta

ASL 
is the availability of Slovenia

ACY 
is the availability of Cyprus

ABG 
is the availability of Bulgaria

ARS 
is the availability of the Regional Server.

4.
Consideration

In the formula [6] the first three coefficients regarding components inside a MS domain, as be known by datasheets (for hw and LAN) or by the user experience (for sw), but the public network availability APN is related to a network component placed outside a MS domain and for this reason completely unknown.

The unknown coefficient APN makes the availability of a MS unknown and as an aftermath, it makes unknown the overall availability of the regional AIS network. So, the only way to estimate such value is to find a way to measure it.

Anyway, for a regional network, it’s possible to define the following three working states:
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S0
the network is fully operational;

S1
the network is partially operational (one or more MSs are disconnected);

S2
the network is not operational (server or all MSs down). For this reason, all mission critical systems, like the regional server, are designed with redundant components.
To measure the system availability it’s possible to identify two solutions. Considering the necessity to maintain two proxies versions, one running on a Windows platform and the other one on a Linux platform, it’s necessary to individualize a solution that don’t require any change to proxy application.
4.1 
First solution
In the first solution we measure the two values of the availabilities in S0 and S1 conditions, with the following assumptions:

· accept a low value of availability for S0, due to an high probability that at least one participant Country is not connected and due to an high dependency on internet availability;

· S1 has a wide range of possibilities (1 to 9 participating countries disconnected);

· every participating Country gives the same contribution in terms of AIS information;

· overlapping among adjacent national AIS networks is not taken into consideration;

· accept the implementation of procedures that may result to be very difficult to manage, especially whenever a new Country joins in the regional network.

Italy doesn’t recommend this solution. In fact, for the reasons listed above, the measure of the two values of availabilities for states is not really significant and it’s difficult to implement.

4.2 
Second solution
Another solution may be to measure the availability for each connection shown in the picture below.


The Regional System is based upon several MSs, each of one is connected to a Regional Server. It’s possible to check and record any events concerning the connection between each MS and the Regional server, with two possible results: MS connected or MS disconnected.

It’s important to underline, that only the connection between Regional Server and MS will be checked, while will not be checked the traffic connection.

Starting from a time t0, any event is going to be recorded with the associated time stamp in the format follows:

	MS1
	disconnected
	t1

	MS2
	disconnected
	t2

	MS2
	connected
	t3

	MS1
	connected
	t4

	MS1
	disconnected
	t5

	MS1
	connected
	t6


Considering the definition reported in § 2, the availability of a MS may be calculated at any moment.

For instance, the availability of the MS1 calculated at the time t7 is:
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where (t7 – to) is the total performance period measured and 2 is the number of failures registered during the same period.
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 is the total time registered for failure recovery.

So, the required availability A will be:
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This file should be managed as a stack, where the single event has to be deleted after a predetermined time (i.e. one year if the availability value is to be calculated over a performance period of one year).

The server unavailability should also be recorded following the same procedure. The server periodically, every Δt or after each reboot, write a time stamp in a static register.

At t1 instant, the register containing a value t = t1 – Δt means the Regional Server has worked correctly. If the register contains a value t < t1 – Δt, it means there was a failure and an event has to be registered in the stack, as follow: 

	RS
	disconnected
	t

	RS
	connected
	t1


Example:

Starting from a time t0, calculate the availability of MS2 at tx > t8 with the following information contained in the stack:

	MS1
	disconnected
	t1

	MS2
	disconnected
	t2

	MS2
	connected
	t3

	RS
	disconnected
	t4

	RS
	connected
	t5

	MS1
	connected
	t6

	MS1
	disconnected
	t7

	MS1
	connected
	t8
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where (t8 – to) is the total performance period measured and 2 is the number of failures registered during the same period (one for MS2 and one for RS).
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 is the total time registered for failures recovery.
The required availability A will be:
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This solution is strongly recommended to calculate each MSs’ availability.

5. Action required by MS

a. MSs are required to evaluate the proposed solution, for implementing a specific tool, able to calculate the system availability.

b.
MSs are also required to establish a performance period for calculating the availability. Italy suggests to begin with a short period (i.e. 10 days) to be incremented after test till to reach 6 months or one year.
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